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Classical Hypothesis Testing

Test of a null hypothesis against an alternative hypothesis. There

are five steps, the first four of which should be done before inspecting the

data.

Step 1. Declare the null hypothesis H0 and the alternative hypothesis

H1.



Types Of Hypotheses

A hypothesis that completely specifies the parameters is called
simple. If it leaves some parameter undetermined it is composite. A
hypothesis is one-sided if it proposes that a parameter is > some value or
< some value; it is two-sided if it simply says the parameter is /= some
value.



Types of Error

Rejecting H0 when it is actually true is called a Type I Error. In

biomedical settings it can be considered a false positive. (Null hypothesis

says “nothing is happening”but we decide“there is disease”.)

Step 2. Specify an acceptable level of Type I error, α, normally 0.05 or

0.01. This is the threshold used in deciding to reject H0 or not. If α =

0.05 and we determine the probability of our data assuming H0 is

0.0001, then we reject H0.



The Test Statistic

Step 3. Select a test statistic.

This is a quantity calculated from the data whose value leads me to

reject the null hypothesis or not. For matching sequences one choice

would be the number of matches. For a contingency table compute Chi-

squared. Normally compute the value of the statistic from the data

assuming H0 is true.

A great deal of theory, experience and care can go into selecting

the right statistic.



The Critical Value or Region

Step 4. Identify the values of the test statistic that lead to rejection of

the null hypothesis.

Ensure that the test has the numerical value for type I error
chosen in Step 2. For a one-sided alternative we normally find a value x
so that only α = 0.05 values of the statistic are > x (or < x for an
alternative in the other direction).



Obtain the Data and Execute

Step 5. Obtain the data, calculate the value of the statistic assuming the
null hypothesis and compare with the threshold.



P-Values (Substitute for Step 4)

Once the data are obtained calculate the null hypothesis probability

of obtaining the observed value of the statistic or one more extreme. This

is called the p-value. If it is < the selected Type I Error threshold then we

reject the null hypothesis.



NORMALITY TESTS

There are several methods of assessing whether data are normally
distributed or not. They fall into two broad categories: graphical and
statistical. The some common techniques are:

Graphical (Q probability plots, Cumulative frequency (P-P) plots,
Histogram)

Statistical (W/S test, Jarque-Bera test, Shapiro-Wilks test,
Kolmogorov-Smirnov test, D’Agostino test, Lilliefors test,
Spiegelhalter’s T’ test, Anderson-Darling Test )



Different normality tests produce different probabilities. This is
due to where in the distribution (central, tails) or what moment
(skewness, kurtosis) they are examining.

Normality Test Statistic Probability Results 

W/S 4.05 > 0.05 Normal 

Jarque-Bera 1.209 0.5463 Normal 

D’Agostino 0.2734 > 0.05 Normal 

Shapiro-Wilk 0.9428 0.1429 Normal 

Kolmogorov-Smirnov 1.73 0.0367 Not-normal 

Anderson-Darling 0.7636 0.0412 Not-normal 

Lilliefors 0.1732 0.0367 Not-normal 
 



W/S or studentized range (q):
• Simple, very good for symmetrical distributions and short tails.

• Very bad with asymmetry.

Shapiro Wilk (W):
• Fairly powerful omnibus test. Not good with small samples or discrete data.

• Good power with symmetrical, short and long tails. Good with asymmetry.

Jarque-Bera (JB):
• Good with symmetric and long-tailed distributions.

• Less powerful with asymmetry, and poor power with bimodal data.

D’Agostino (D or Y):
• Good with symmetric and very good with long-tailed distributions.

• Less powerful with asymmetry.

Anderson-Darling (A):
• Similar in power to Shapiro-Wilk but has less power with asymmetry.

• Works well with discrete data.

Distance tests (Kolmogorov-Smirnov, Lillifors, Chi2):
• All tend to have lower power. Data have to be very non-normal to reject Ho.

• These tests can outperform other tests when using discrete or grouped data.



Tests for normality calculate the probability that the sample was
drawn from a normal population.

Null hypothesis 𝐻0: Data follow a normal distribution

Alternative hypothesis    𝐻1: Data do not follow a normal distribution



TWO SAMPLE COMPARISONS



INDEPENDENT T-TEST

The independent t-test, also called the two sample t-test,
independent-samples t-test or student's t-test, is an inferential
statistical test that determines whether there is a statistically significant
difference between the means in two unrelated groups.



The null hypothesis for the independent t-test is that the
population means from the two unrelated groups are equal:

H0: μ1 = μ2

In most cases, we are looking to see if we can show that we can
reject the null hypothesis and accept the alternative hypothesis, which is
that the population means are not equal:

HA: μ1 ≠ μ2

To do this, we need to set a significance level (also called alpha)
that allows us to either reject or accept the alternative hypothesis. Most
commonly, this value is set at 0.05.



ASSUMPTIONS

Assumption Of Normality Of The Dependent Variable

The independent t-test requires that the dependent variable is
approximately normally distributed within each group. You can test for
this using a number of different tests, but the Shapiro-Wilks test of
normality or a graphical method, such as a Q-Q Plot, are very common.



Assumption Of Homogeneity Of Variance

The independent t-test assumes the variances of the two groups
you are measuring are equal in the population. If your variances are
unequal, this can affect the Type I error rate. The assumption of
homogeneity of variance can be tested using Barlett’s test or Levene's
Test of Equality of Variances.



Overcoming A Violation Of The Assumption Of Homogeneity
Of Variance

If the Levene's Test for Equality of Variances is statistically
significant, which indicates that the group variances are unequal in the
population, you can correct for this violation by not using the pooled
estimate for the error term for the t-statistic, but instead using an
adjustment to the degrees of freedom using the Welch-Satterthwaite
method.



This test for homogeneity of variance provides an F-statistic and
a significance value (p-value).

We are primarily concerned with the significance value – if it is
greater than 0.05 (i.e., p > .05), our group variances can be treated as
equal.

However, if p < 0.05, we have unequal variances and we have
violated the assumption of homogeneity of variances.



In this case, we therefore do not accept the alternative hypothesis
and accept that there are no statistically significant differences between
means. This would not have been our conclusion had we not tested for
homogeneity of variances.



EXAMPLE:











THE MANN-WHITNEY U TEST

The Mann-Whitney U test (also called the Mann–Whitney–
Wilcoxon (MWW), Wilcoxon rank-sum test, or Wilcoxon–Mann–
Whitney test) is a nonparametric test that allows two groups or
conditions or treatments to be compared without making the assumption
that values are normally distributed.



Requirements:

Two random, independent samples

The data is continuous - in other words, it must, in principle, be possible
to distinguish between values at the nth decimal place

Scale of measurement should be ordinal, interval or ratio

For maximum accuracy, there should be no ties, though this test - like
others - has a way to handle ties

Null Hypothesis:

The null hypothesis asserts that the medians of the two samples are
identical.



Example



PAIRED T TEST

The paired sample t-test, sometimes called the dependent
sample t-test, is used when there are two measurements on the same
experimental unit. In a paired sample t-test, each subject or entity is
measured twice, resulting in pairs of observations.



Common applications of the paired sample t-test include
repeated-measures designs. One approach you might consider would be
to measure the performance of a sample of patients before and after
completing the treatment and analyze the differences using a paired
sample t-test.



The paired sample t-test has four main assumptions:

 The dependent variable must be continuous (interval/ratio).

 The observations are independent of one another.

The dependent variable should be approximately normally distributed.

The dependent variable should not contain any outliers.



Example







THE WILCOXON SIGNED RANK TEST

The Wilcoxon signed rank test is the non-parametric of the
dependent t-test. Because the dependent samples t-test analyzes if the
average difference of two repeated measures is zero, it requires metric
(interval or ratio) and normally distributed data; the Wilcoxon Sign Test
uses ranked or ordinal data; thus, it is a common alternative to the
dependent samples t-test when its assumptions are not met.



The Wilcoxon signed-rank test has three main assumptions:

The dependent variable should be measure the ordinal or continuous level

Data are paired and come from the same population.

Each pair is chosen randomly and independently



Example



One-way ANOVA

The one-way analysis of variance (ANOVA) is used to determine
whether there are any statistically significant differences between the
means of three or more independent (unrelated) groups.



The one-way ANOVA compares the means between the groups 
you are interested in and determines whether any of those means are 
statistically significantly different from each other. Specifically, it tests 
the null hypothesis:

where µ = group mean and k = number of groups. If, however, the
one-way ANOVA returns a statistically significant result, we accept the
alternative hypothesis (HA), which is that there are at least two group
means that are statistically significantly different from each other.



At this point, it is important to realize that the one-way ANOVA is
an omnibus test statistic and cannot tell you which specific groups were
statistically significantly different from each other, only that at least two
groups were.

To determine which specific groups differed from each other, you
need to use a Post Hoc Test.



The Three Assumptions of ANOVA

1.) Assumption of independence

ANOVA assumes that the observations are random and that the
samples taken from the groups are independent of each other. One event
should not depend on another; that is, the value of one observation
should not be related to any other observation.



2-) Assumption of homogeneity of variance

ANOVA assumes that the variances of the distributions in the
groups are equal. Remember, the purpose of the ANOVA test is to
determine the plausability of the null hypothesis, where the null
hypothesis says that all observations come from the same underlying
group with the same degree of variability.

Therefore, if the variances of each group differ from the outset,
then the null hypothesis will be rejected (within certain limits) and thus
there is no point in using ANOVA in the first place.



3-)Assumption of normality

ANOVA is based on the F-statistic, where the F-statistic requires
that the dependent variable is normally distributed in each group. Thus,
ANOVA requires that the dependent variable is normally distributed in
each group.



Pairwise Comparisons And Multiple Testing

If the F test shows that there is a difference between groups, the
question quickly arises of wherein the difference lies. It becomes
necessary to compare the individual groups.



A function called pairwise.t.test computes all possible two-group
comparisons. A common adjustment method is the Bonferroni
correction, which is based on the fact that the probability of observing at
least one of n events is less than the sum of the probabilities for each
event.

Thus, by dividing the significance level by the number of tests or,
equivalently, multiplying the p-values, we obtain a conservative test
where the probability of a significant result is less than or equal to the
formal significance level.



Example: 















KRUSKAL WALLIS H TEST

The Kruskal Wallis test is the non parametric alternative to the
One Way ANOVA. Non parametric means that the test doesn’t assume
your data comes from a particular distribution. The H test is used when
the assumptions for ANOVA aren’t met (like the assumption of
normality).

It is sometimes called the one-way ANOVA on ranks, as the ranks
of the data values are used in the test rather than the actual data points.



The Kruskal Wallis test will tell you if there is a significant
difference between groups. However, it won’t tell you which groups are
different. For that, you’ll need to run a Post Hoc test.



Example: 


